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1 INTRODUCTION

NOWADAYS the Internet of Things (IoT) [1] paradigm promises that we will be surrounded by computers that will help in our daily needs, boost industrial efficiency and monitor and actuate over critical infrastructures. In short, IoT represents the bridge between the physical and the virtual worlds.

IoT deployments operate with a set of nodes that cooperate to achieve the desired functionality, typically such nodes are tiny computers equipped with communication capabilities (e.g., wireless) and their own operating system and applications.

In this context, it is expected that IoT deployments are a target of cyber-attack, since successful attacks can disrupt physical infrastructure and provide important benefits to the attackers, either economically or politically. As such, protecting IoT deployments and the code running in its nodes is an important challenge.

In this context, secure code distribution of IoT deployments is a well-established topic that typically is achieved by means of Public Key Infrastructure, for instance [7], [8] and [9] are notable examples.

In this paper we propose a software architecture to secure code distribution in IoT deployments taking advantage of the recent Distributed Ledger Technology [2] to provide secure distribution. In addition we prototype the proposed solution and provide a set of performance analysis to evaluate its feasibility.

2 BACKGROUND

2.1 Blockchain

Blockchain [3] is a of the technologies candidate to revolutionize our economy. It is a DLT (Distributed Ledger Technology) technology that, as its name suggests it is a chain of consecutive blocks of data interlaced between them, as a distributed data base in continuous growth that is controlled by all its participants.

Each one of its blocks is preceded by another block, except the GENESIS block (the first block of the blockchain, generated in its inception). Blocks are associated by means of hash identifiers where each block has the hash of its previous block in its header, as shown in Fig. 1.

![Fig. 1: Chain of blocks.](image)

Each block stores the different transactions and data that represents the state of the chain. All the participants of blockchain can create new blocks. In order to add a new block to the chain a computationally costly problem must be solved, this is done by the blockchain miners. In addition to this, new blocks must be validated by a subset of the participants, for this different mechanisms exist. Finally, once the new block has been validated, it is transmitted to all other nodes using a peer-to-peer network.

This way all nodes have an updated copy of all the chain. As a result, this technology provides immutability, since having all nodes a copy it is impossible to modify a block without every node noticing it. In addition, it is an inherently decentralized technology, since it uses peer-to-peer networks to distribute information.

2.1.1 Smart Contracts

Smart contracts represents blockchain’s next evolution. They are pieces of code created by the users and stored in the blockchain. These smart contracts are defined by certain rules set by the user. These rules are what govern the behavior of all the transactions and data related with the smart contract. To define these contracts a specific programming language, very similar to javascript and called solidity, is used.

Smart contracts are executed by blockchain nodes and its correct execution is guaranteed by a consensus protocol. Each smart contract is identified by a hash of 160 bits, similarly to blockchain’s wallets.

The flexibility enabled by smart contracts enable to implement a wide variety of functions, defining any logic or data warehousing. Smart contracts also provide security by means of the consensus protocol. However, human mistakes may appear during the definition of the rules, and some of them may imply major security failures. A notable example of this problem is the security breach that took place in the
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DA0, a very popular smart contract from which someone managed to steal $50,000,000 due to a bug in its definition. [13]

The execution of smart contracts is done in the blockchain itself when the miners collect transactions sent to the identifier of the contract and process them to add them to blockchain. Once appended to blockchain, the contract is accessible by all nodes. Another remarkable feature of smart contracts is that they are inmutable and persistent. Inmutable because once they a contract is defined, it cannot be modified and the persistent property is inherited from the blockchain technology.

One of the most well-known and well financed platforms that implements smart contracts is Ethereum [14], this is the platform used in this paper to prototype our secure code distribution protocol.

2.1.2 IPFS [5]

IPFS (InterPlanetary File System) is a distributed, peer-to-peer filesystem. It can be understood as according to its creator [5]- as a single BitTorrent swarm.

IPFS works with merkle links, in which an address is obtained using the hash of the root directory contents instead of an IP address, as would happen typically in HTTP. This hash allows to verify that the hash of the contents is the same as the hash used to access it.

We selected IPFS because of its characteristics, which guarantee integrity and authenticity, among other things.

3 State of the Art

In this section we describe the state-of-the-art in secure code distribution, as we will see, solutions are typically based on PKI [6] for consensus and verification.

3.1 Secure Code Distribution for Wireless Sensors

The first paper, Efficient Code Distribution in Wireless Sensor Networks [7], proposes a methodology of secure code distribution in the wireless sensor scenario. It emphasizes in the processes of update and does not clear out the channel of distribution, reason why we could say that it uses a standard channel sending direct messages through the net.

3.2 Secure Code Distribution in Dynamically Programmable Wireless Sensor Networks

In Secure Code Distribution in Dynamically Programmable Wireless Sensor Networks [8], the authors present a methodology to secure code distribution in wireless sensors is proposed. Again, a methodology of division of the code to be transmitted is implemented and these divisions are linked in a data structure of chain type, where each block of data informs of the next block through a hash. This way nodes can verify that all the sequence of received packets is the correct one.

In this article, again, the channel of communication stands aside.

3.3 Secure Network Coding [9]

This article defines a new communications protocol oriented to code distribution, applying methodologies of transformation to encrypt data and limit the types of codes transmitted through the net. Again, all the process is based on PKI methods.

4 Secure Code Distribution

In this section we will describe how to achieve a secure distribute code distribution.

In our approach we take advantage of IPFS and Ethereum, our focus is to provide reliability and guarantee that updates can be authenticated and are inmutable.

4.1 Overview

Fundamentally, our proposed approach uses IPFS as a data repository of updates and Smart Contracts (Ethereum) to index such updates.

IPFS stores the ‘diffs’ of the code versions (code updates), such updates are identified by a hash, but they do not provide a required chronological order. For this, we use Smart Contracts to provide a secure index that orders them chronologically.

As mentioned before, IPFS allows such updates to be inmutable and to verify their integrity. On other side, Ethereum provide the right index.

4.2 Architecture

In the proposal there will be repository nodes, which will be in charge of generating the updates, update them to IPFS and create a new entry in the index of the Smart Contract, and normal nodes, which will be in charge of checking the index and download the new version.

The address of the Smart Contract must be known by all nodes. These will be achieved by creating the contract before deploying the normal nodes and “hardcoding” its address in them.

The Smart Contract can guarantee that the repository nodes have privileges and that these decide if a new normal node can join or not the list of nodes that can check the hashes of the new updates. This can be interesting in some cases, but can raise some security issues, as it can result in an attacker gaining some privileges over the Smart Contract if he breaches a repository node. Ethereum allows the decisions of a Smart Contract to be voted, hence it can help to avoid this case, but it can add complexity and still has a security issue if the attacker gains privileges over it if he breaches more half of the repository nodes.

In this paper we have decided to give privileges to the repository nodes. Ethereum allows to send notifications to the users subscribed to a function of a Smart Contract when it is executed. This is called Event [10]. Through these events we can achieve, efficiently, that all normal nodes know when an update is available in order to download it.
4.3 Step-by-step process

The next figure describes in detail the steps followed to update the code:

0) The repository node creates the diff between the current version and the one to be uploaded.
1) The repository node uploads the update to IPFS.
2) IPFS gives a hash identifier of the uploaded file.
3) The repository node executes the smart contract functions required to indicate that a new version is available and to add the hash to the list and
4) The smart contract sends the event to subscribed nodes indicating that there is a new version.
5) Normal nodes ask IPFS for the diff that the smart contract sent them.
6) IPFS gives back the file with the diff.
7) Normal nodes apply the diff over the firmware version they had...

Fig. 2: Secuencia

The process will be separated in two parts: updating a new version and downloading a new version.

4.3.1 Upload a new version

The process begins with the upload of a new version to IPFS. To make this, a script named "GenerateCommand" is used, which generates the diff version of the patch using the previous and later. To achieve it, the computer from which the script is executed must be running IPFS.

After this, it will log in to Ethereum, unlocking the account and initializing the Smart Contract. After this, the function "uploadNewVersion" of the Smart Contract is executed, which adds the string of the hash of the new version to the list of strings of the Smart Contract. This action generates an event, that causes that normal nodes know that a new version is available.

4.3.2 Receive a new version

In order to be able to receive new versions, first the node has to synchronize with the blockchain of Ethereum. To make it, the script "buscarActualizaciones" has to be executed. This script will launch the script "gethBuscar", which will log in to Ethereum, with which will begin the process of synchronization. After this, it will unlock the node's Ethereum account and will initialize the Smart Contract. From this moment, the script will wait to detect a new event that indicates that a new version is available. Once the event reaches the node, it will download the update through IPFS and the hash that it will obtain via the Smart Contract. Once it is downloaded, it will be applied.

5 PERFORMANCE ANALYSIS

5.1 Test Bed

To study the performance of the proposal the time that is needed to upload a version to IPFS, to download it from IPFS and to apply it to the node has been analyzed. In the Fig. 3 the time needed to do those actions can be seen, depending on the size of the update.

Fig. 3: Size vs time

5.2 Results

Generally, the time needed to do the process does not vary very much for updates whose size is relatively small (between 1 and 2000 KB). To compute the size of the diffs a public repository of git [11] and different versions of it have been used, using the Linux's function diff -ruN.

Next, the performance of events in Ethereum will be studied.

As it has been explained, to start the process of the update an event is required to indicate that there is a new version available, reason why it will be interesting to study the time needed to detect a new event since it the function of the Smart Contract has been executed.

Fig. 4: Time vs peers Host 1
To do this, two hosts synchronized to the blockchain of Ethereum have been used, with a filter established to receive the new events from the Smart Contract.

Figures Fig. 4 and Fig. 5 show the time that passes between the execution of the function and the reception of the event by the nodes, depending on the numbers of peers that each of those have.

To make it, the repository node has sent a notification and the time elapsed between that and the reception of the event has been measured.

As it can be seen on Fig. 6, the times needed to same update are very similar, with differences of tenth of seconds. This makes us think that the speed of the update does not depend on the number of peers but the time in which the net is able of mine the transaction and add it to the chain.

6 Conclusions
It has been seen as IPFS and the smartContracts work very well together to safely distribute the code in addition to doing it with a more than reasonable time and in a very synchronized way. This solution is applicable to machines with a high storage capacity since, as being a node in the blockchain, implies having the blockchain itself downloaded. If this solution were to be applied to devices with less storage, a possible solution would be the use of proxies that were the intermediary between the node itself and the blockchain.